Fast Retrieval from Image Databases via Binary Haar Wavelet Transform on the
Color and Edge Directivity Descriptor

Savvas A. Chatzichristofis1 Yiannis S. Boutalis1,2 Avi Arampatzis1
1Department of Electrical & Computer Engineering,
Democritus University of Thrace, Xanthi, Greece
2Department of Electrical, Electronic and Communication Engineering,
Chair of Automatic Control, University of Erlangen-Nuremberg, Germany
{schatzic,ybout,avi}@ee.duth.gr

Abstract—In this paper, we are evaluating several accelerating techniques for content-based image retrieval, suitable for the Color and Edge Directivity Descriptor (CEDD). To date, the experimental results presented in the literature have shown that the CEDD achieves high rates of successful retrieval in benchmark image databases. Although its storage requirements are minimal, only 54 bytes per image, the time required for retrieval may be practically too long when searching on large databases. The proposed technique utilizes the Binary Haar Wavelet Transform in order to extract from the CEDD a smaller and more efficient descriptor, with a size of less than 2 bytes per image, speeding up retrieval from large image databases. This descriptor describes the CEDD, but not necessarily the image from which it is extracted. The effectiveness of the proposed method is demonstrated through experiments performed on several known benchmarking databases.
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I. INTRODUCTION

As the use of computers, internet and cameras is getting more popular, efficient content-based image retrieval is more essential than ever. Any technology that, in principle, helps to organize digital image archives by their visual content is defined as content-based image retrieval (CBIR). By this definition, anything ranging from an image similarity function to a robust image annotation engine falls under the purview of CBIR [1].

Online image repositories such as Flickr contain hundreds of millions of images and are growing quickly [2]. The requirements of modern retrieval systems are not limited to providing good retrieval results, but extend to their ability for quick results. The majority of internet users would compromise the partial reduction of result accuracy in order to save time from searching.

Image retrieval, as well as text retrieval, may be described by the similarity search paradigm [3]. Efficient approaches that allow application on generic similarity search problems still need to be investigated [4]. A promising direction to address this issue is the approximate similarity search paradigm [5], [6], [7], [8]. Approximate similarity search provides an improvement in search performance at the price of some imprecision in the results. An interesting approach of approximate similarity search was proposed in [4]. The idea at the basis of this technique is that when two objects are very close to each other they ‘see’ the world around them in the same way.

In order to achieve image retrieval from large databases, the representation of images by Latent Dirichlet Allocation (LDA) [9] models is studied in [2]. Image representations are learned in an unsupervised fashion, and each image is modeled as a mixture of its depicted topics or object parts.

The present paper proposes a different approach for searching in large databases. First of all, in order to ensure quality of the results, the Color and Edge Directivity Descriptor (CEDD), proposed in [10], [11], is utilized. The size of this descriptor is 54 bytes/image. Subsequently, the Binary Haar Wavelet Transform [12] is used for the extraction of a second descriptor, we call Binary CEDD (B-CEDD). This second descriptor is employed during the retrieval procedure instead of the image. In this way, reduced retrieval times are achieved. A preliminary version of this work has been presented in [13]. Details concerning the CEDD and the Binary Haar Wavelet Transform are given in Sections II and III, respectively.

In order to shape B-CEDD, we follow and evaluate three different approaches. First, we consider CEDD as a single vector and apply the Binary Haar Wavelet Transform up to 15 coefficients. Second, we consider CEDD as a result of early fusion of two independent vectors, one capturing color and the other texture information. Also in this case, the resulting compact descriptor consists of 15 coefficients. In final third approach, we again consider CEDD as a result of early fusion of 6 independent vectors and apply Binary Haar Wavelet Transform to each of the vectors separately. The length of the resulting descriptor is now 18 coefficients. In Section IV, we will describe these three approaches in detail.

During the search process, an image query is entered and the system returns images with a similar content. Initially, the similarity/distance between the query and each image in the database is calculated with the proposed descriptor, and
only if the distance is smaller than a predefined threshold, the comparison of their CEDDs is performed. The entire retrieval procedure is described in Section V. In order to estimate the appropriate threshold value, efficient techniques, described in Section VI, were used. The experimental results are presented in Section VII, and the conclusions of this study are drawn in Section VIII.

II. THE COLOR AND EDGE DIRECTIVITY DESCRIPTOR

The descriptors, which include more than one features in a compact histogram, can be regarded that they belong to the family of Compact Composite Descriptors. A typical example of CCD is the CEDD descriptor. The structure of CEDD consists of 6 texture areas. In particular, each texture area is separated into 24 sub regions, with each sub region describing a color. CEDD’s color information results from 2 fuzzy systems that map the colors of the image in a 24-color custom palette. To extract texture information, CEDD uses a fuzzy version of the five digital filters proposed by the MPEG-7 EHD [14], [15]. The CEDD extraction procedure is outlined as follows: when an image block (rectangular part of the image) interacts with the system that extracts a CCD, this section of the image simultaneously goes across 2 units. The first unit, the color unit, classifies the image block into one of the 24 shades used by the system. Let the classification be in the color \( m, m \in [0, 23] \). The second unit, the texture unit, classifies this section of the image in the texture area \( a, a \in [0, 5] \). The image block is classified in the bin \( a \times 24 + m \). The process is repeated for all the image blocks of the image. On the completion of the process, the histogram is normalized within the interval \([0,1]\) and quantized for binary representation in a three bits per bin quantization.

Evidence shows that the ANMRR measure approximately coincides linearly with the results of subjective evaluation of search engine retrieval accuracy. More details on the ANMRR are given in section VII. The ANMRR values for the MPEG-7 descriptors in WANG’s [16] database as well as the ground truths that were used are available at [17]. Since MPEG-7 descriptor results are not available for the UCID [18] and NISTER [19] databases, an implementation of CLD, SCD and EHD in img(Rummager) [20] and LIRe Demo [21] retrieval systems is used. Details regarding the experimental results, the implementation of the MPEG-7 descriptors, as well as the ground truths that were used, are available online.

Another important attribute of CEDD is its small size requirements for indexing images. The CEDD length is 54 bytes per image.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>WANG</th>
<th>UCID</th>
<th>NISTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEDD</td>
<td>0.2523</td>
<td>0.2823</td>
<td>0.1129</td>
</tr>
<tr>
<td>MPEG-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCD MPHSM</td>
<td>0.3946</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCD QHDM</td>
<td>0.5468</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCD</td>
<td>0.3552</td>
<td>0.4666</td>
<td>0.3636</td>
</tr>
<tr>
<td>CLD</td>
<td>0.4000</td>
<td>0.4321</td>
<td>0.2292</td>
</tr>
<tr>
<td>CSD</td>
<td>0.3246</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHD</td>
<td>0.5089</td>
<td>0.4606</td>
<td>0.3332</td>
</tr>
<tr>
<td>HTD</td>
<td>0.7054</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The img(Rummager) and LIRe Demo retrieval systems use these descriptors to create index files from which they carry out the search. Img(Rummager) makes XML-type index files, while LIRe utilizes a Lucene index to store the descriptors.

III. BINARY HAAR WAVELET TRANSFORM

The Binary Haar Wavelet Transform coefficients of the histogram are calculated with the use of following Haar Wavelet Transform [12]:

\[ \psi(x) = \begin{cases} 
1 & 0 \leq x < 0.5 \\
-1 & 0.5 \leq x < 1 \\
0 & \text{else}
\end{cases} \] (1)

Figure 2 shows the four basis functions of the Haar wavelet of length eight. The Haar wavelet coefficients are obtained by taking the inner product of the basis functions with the given histogram. This transformation is very fast as it does not involve multiplications.

The Haar coefficients capture the qualitative aspects of the histogram [22]. For example, the second coefficient (from the basis function 2 in Figure 2) is positive if the sum of the left half of the histogram bins is greater than the right half and negative otherwise. Similarly, the third coefficient is...
positive if the sum of the first quarter of the histogram bins is greater than the second quarter and negative otherwise. In the Binary Haar descriptor, each of these coefficients is quantized to ‘0’ or ‘1’, depending on whether its value is negative or positive, hence a binary representation is obtained.

At the first level, the $k$ bins of the histogram are divided into two halves. If the sum of the histogram values in the left half is greater than the sum of the histogram values in the right half then the second bit of descriptor is ‘1’, while is ‘0’ otherwise. Note that the first coefficient corresponds to the sum of all probabilities in a histogram and it is always positive. Therefore is quantized to 1 and is not used in similarity matching.

At the second level, the $k/2$ bins of each half of the histogram are divided into two halves. If the sum of the histogram values in the first half is greater than the sum of the histogram values in the second half then the second bit of descriptor is ‘1’ else it is ‘0’. Similar, if the sum of the third half is greater than the sum in the fourth half, then the third bit of descriptor is ‘1’ else it is ‘0’. This is repeated recursively for the third and the fourth level.

IV. Binary CEDD (B-CEDD)

In order to describe the contents of CEDD with another descriptor significantly smaller in storage needs, we followed 3 different approaches with the use the Binary Haar Wavelet Transform.

A. Approach 1: B-CEDD₁

The first approach considers CEDD as a 144-dimensional vector, in which we apply 4-level Binary Haar Wavelet Transform. In the first level, the 144 elements are split in two groups of 72 elements. If the sum of the coefficients of the first group is greater or equal to the corresponding sum of the second group, then the first output coefficient of the transform is 1; otherwise, it is 0.

In the second level, the 144 elements are split in groups of 36 elements, and compared in consequent pairs using the same method as in the first level. The output of the transform consists of two coefficients. The third level of the transform compares consequent pairs of 18 elements, producing another 4 output coefficients.

Finally, the fourth level compares consequent pairs of 9 elements, producing another 8 coefficients. Overall, the output vector of the transform consists of 15 coefficients. We chose to apply the transform four times in order to produce an output vector of 2 bytes. In the rest of this paper, the result obtained from the application of the Binary Haar Transform on the CEDD descriptor will be referred as Binary CEDD with index 1 (B-CEDD₁).

B. Approach 2: B-CEDD₂

The second approach considers CEDD as the results of early fusion of two independent vectors; a vector capturing the color information of the image described by the CEDD, and a vector describing the texture information. To apply the Binary Haar Wave Transform, we work as follows: First, we isolate the color and texture information from the descriptor in two independent vectors, the CEDD_Color vector consisting of 24 elements and the CEDD_Texture vector consisting of 6 elements. The separation is straightforward since each information item is distinctively placed in the descriptor. The separation pseudocode is the following:

```java
for (int i = 0; i < 6; i++)
    for (int j = 0; j < 24; j++)
    {
        CEDD_Color[i] += CEDD[24 * i + j];
    }
for (int i = 0; i < 6; i++)
    for (int j = 0; j < 24; j++)
    {
        CEDD_Texture[i] += CEDD[24 * i + j];
    }
```

The Binary Haar Transform is applied on the CEDD_Color vector up to the third level resulting in 7 coefficients (1 coefficient from the first transformation level, 2 coefficients from the second transformation level, and 3 from the third level).

Regarding the CEDD_Texture vector, given that the resulting 2 halves include 3 elements, the problem arising is that the transform may be applied only once. In order to overcome this constraint, whenever this is met during the transform application, we propose the following solution: During the first transform level, the 6 elements are divided in 2 triads. To apply the second level, the middle element of each triad is cloned. The 2 identical elements replace the original element from which they came from. In this way, each triad is replaced by a quartet of elements, which now the transform may be applied on. In the third level of the Binary Haar Transform the cloned elements are removed and the transform is applied directly on the vector, comparing this time the elements per pair. On the whole, 8 elements are created (1 from the first transform level, 4 from the second level and 3 from the third). The complete extraction procedure of the Modified Binary Haar Wavelet Transform from CEDD_Texture is illustrated in Figure 3.

At the end of the procedure, the 2 resulting vectors are placed consecutively. The size of the produced descriptor is...
limited to 15 binary bins and its storage requirements are much smaller than 2 bytes per image (15 bits). In the rest of this paper, this descriptor will be referred to as Binary CEDD with index 2 (B-CEDD$_2$).

C. Approach 3: B-CEDD$_3$

The third approach splits CEDD to 6 independent vectors in 24 dimensions. Each vector corresponds to one of the 6 texture areas used by the descriptor. The transform is applied twice to each of the vectors, splitting the vectors to groups of 12 and then to 6. From each vector, 3 coefficients are produced. We produce B-CEDD$_3$ by taking consequently the 18 output coefficients ($3 \times 6 = 18$). This approach results to the largest descriptor size and is closer to the essence of Compact Composite Descriptors where CEDD belongs to, but as we will see in Section VII it does not lead to the best end-results.

V. SYSTEM OVERVIEW

One of the most important attributes of the Binary CEDD is that it is extracted directly from the CEDD with no intervention of the described image. This results in its immediate extraction from the already existent index files.

The search procedure based on the use of the 2 descriptors, CEDD and B-CEDD, is illustrated in Figure 4. The user enters a query image in the system. From this image, both the CEDD and the B-CEDD descriptors are extracted. The system uses an image database in which the indices are described by both descriptors. During data retrieval from databases, the length of the retrieved information is of great significance [23]. For this reason, in a first phase the system retrieves only the B-CEDD descriptor, which, due to its small storage requirements as well as its small length, is retrieved practically in an instance.

For each database image, the distance between the B-CEDD descriptor with the corresponding B-CEDD descriptor of the query image is calculated by a simple X-OR gate. In the case of 2 identical descriptors, the X-OR output is equal to 0, while in the worst scenario the obtained distance is 15 (equal to the B-CEDD length). The logic gate X-OR requires much less computing resources than the Tanimoto coefficient. The Tanimoto coefficient is used to calculate the distance between CEDD descriptors.

If the distance of the 2 descriptors is found to be smaller than a threshold $T$, then the CEDD descriptor is retrieved from the database and its distance from the corresponding CEDD descriptor of the query image is calculated. The procedure is repeated for all the database images.

After the completion of the procedure, the classified results are shown to the user in ascending order of the distance obtained during the CEDD descriptors comparison.

The most important issue that should be taken into consideration during the aforementioned procedure is the determination of the threshold $T$. This threshold defines whether an image is potentially similar to the query image. If it is, then the retrieval of the image’s CEDD is requested and the process for its comparison with the corresponding CEDD of the query image is activated. The $T$ value investigation is described in detail in the following section.

VI. INVESTIGATING THE $T$ VALUE

In order to determine an appropriate $T$ value, we work as follows: We choose 35 images from the Wang database and regard them as historical queries. The historical queries idea comes from the text retrieval area and has been used to normalize retrieval scores of documents in cases of fusion and distributed information retrieval [24], [25].

For each one of the historical queries, searching is performed in the database from which they originate. In particular, the distances between the B-CEDD descriptors of each historical query and each image of the database are calculated and a ranking list, in which the database images are ordered according to their distance from the historical query, is obtained. The procedure is repeated for all the historical queries. At the end of the process, 35 ranking lists emerge. Since the Wang database includes 1000 images, 35000 values ($35$ ranking list $\times$ 1000 images) are finally obtained. By plotting these values the distance distribution is obtained. As depicted in Figure 5, which shows score distributions from the three B-CEDD approaches, the first two approaches produce similar distributions.

Subsequently, the set of these 35000 values for each approach, enters in a Gustafson Kessel fuzzy classifier [26]. The Gustafson Kessel is an extension of the Fuzzy C-Means algorithm. The Gustafson Kessel parameters are selected as: Clusters=4, Repetitions=3000, $\epsilon = 0.001$ and $m = 2$.

The four resulting classes were used to form a single input fuzzy system for each approach. The fuzzy system includes four membership functions which are labeled as: ‘Low’, ‘Medium’, ‘High’ and ‘Highest’. The centers of the classes, as they result from Gustafson Kessel classifier, correspond to the tops of the membership functions. Given that the score distribution of the B-CEDD$_1$ and B-CEDD$_2$ are similar to
each other, the fuzzy systems that come from the Gustafson Kessel classifier output are identical.

The fuzzy system that was shaped operates as follows: The system gets as input the distance between the B-CEDD descriptors of the query image and any other image. The vertical axis shows the distance that may be obtained during the comparison of the 2 B-CEDD descriptors, while the horizontal axis shows the activation degree for the membership function of each class. Consider, for instance, that the distance between 2 B-CEDD descriptors was found to be equal to 4 (see Figure 6). This value activates both the first and the second membership function by 0.5.

For the simplest scenario of the model usage we should specify that if the ‘Low’ membership function is activated with a value greater than the activation value of any other membership function, then the image under study is likely to be visually similar to the query image. Thus, the CEDD descriptor should be also retrieved in order to perform the comparison.

Similarly, if the ‘Low’ activation degree is smaller than that of another membership function, the image is discarded. In the next section, the experimental results of a threshold tuning attempt are presented.

VII. EXPERIMENTAL RESULTS

To the best of our knowledge, there is no large scale image database with ground truths data available that could be used for the performance evaluation of the proposed method. For this reason, experiments have been performed on two known small scale benchmarking databases.

For the performance evaluation the following measures were used:

1) Recall at \( n \), where \( n \) is the number of the retrieved through the proposed method images. This measure
presents the number of relevant documents retrieved by a search divided by the total number of existing relevant documents. The ANMRR at q. The ANMRR ranges from 0 to 1. The smaller the value of this measure is, the better the retrieval quality. This measure captures both precision and recall in one value.

The ANMRR computation requires the average rank computation. The average rank AVR(q) for query q is:

\[ AVR(q) = \frac{\sum_{k=1}^{NG(q)} Rank(k)}{NG(q)} \]  

(2)

where

- \( NG(q) \) is the number of ground truth images for the query q.
- \( K \) is the top ranked retrievals examined where:

\[ K = \min(X \times NG(q), 2 \times GMT) \]  

(3)

\[ GMT = \max(NG(q)) \]  

(4)

If \( NG(q) > 50 \) then \( X = 2 \) else \( X = 4 \).

\( Rank(k) \) is the retrieval rank of the ground truth image. For a query q, suppose that as a retrieval result the \( k^{th} \) ground truth image is found at a position \( R \). If this image is in the first \( K \) results then \( Rank(k) = R \) else \( Rank(k) = K + 1 \).

The modified retrieval rank is:

\[ MRR(q) = AVR(q) - 0.5 - 0.5 \times N(q) \]  

(5)

The normalized modified retrieval rank is computed as follows:

\[ NMRR(q) = \frac{MRR(q)}{K + 0.5 - 0.5 \times N(q)} \]  

(6)

The average of NMRR over all queries is defined as:

\[ ANMRR(q) = \frac{1}{Q} \sum_{q=1}^{Q} NMRR(q) \]  

(7)

The proposed method is implemented in the retrieval system img(Rummager) [20]. For better time measurements, each experiment was repeated 10 times. All the experiments were performed on an Intel Core 2 Quad Q9550 @2.83GHz PC with 3GB of RAM.

As elaborated in the previous section, the necessity for accurate estimation of the \( T \) threshold value which defines whether the CEDD descriptor of an image should be retrieved, is imperative. In order to determine the appropriate threshold, we experiment with the following scenarios: Initially, for each of the approaches of B-CEDD, we consider that the two images may be potentially similar (and calculate the distance between the two CEDD descriptors) if the distance of their B-CEDD descriptors activates the membership function ‘Low’ with value equal to 1. This threshold is defined as \( T1 \).

According to the second scenario, two images may be potentially similar if the distance of their B-CEDD descriptors activates the membership function ‘Low’ with value greater than 0.5. This threshold is defined as \( T2 \). At the end, according to the third scenario, two images may be potentially similar if the distance of their B-CEDD descriptors activates the membership function ‘Low’ with value greater than 0. This threshold is defined as \( T3 \).

The values of \( T \) for all the approaches are given in Table II, while in the case of B-CEDD\(_1\) and B-CEDD\(_2\) the threshold values are depicted in Figure 6 with a dashed line.

<table>
<thead>
<tr>
<th>Threshold Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B-CEDD_1 )</td>
</tr>
<tr>
<td>T1</td>
</tr>
<tr>
<td>Thresholds</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>( B-CEDD_2 )</td>
</tr>
<tr>
<td>Thresholds</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>( B-CEDD_3 )</td>
</tr>
<tr>
<td>Thresholds</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

Initially, our experiments were performed using Wang database. The Wang database is a subset of 1000 manually-selected images from the Corel stock photo database and forms 10 classes of 100 images each. In particular, the queries and ground-truth proposed by the MIRROR[17] image retrieval system are used. MIRROR separates the WANG database into 20 queries.

For each of these queries, the time of the retrieval through the proposed system is measured, as well as the time required when only the CEDD descriptor is used. Table III illustrates the mean results for the 20 queries of the Wang database for all the approaches and all the \( T \) values. The Recall index represents the ratio of the correct image retrievals for each query (images that belong to the ground truth of the query) to the size of the ground truth. Therefore, the Recall \( @ \) \( n \) describes the percentage of the correct images that were retrieved for all the queries. On the other hand, the ANMRR index evaluates the order in which the results were placed after the completion of the procedure. Thus, in order to assess the systems effectiveness properly both measures should be taken into account.

Considering these results, it can be readily observed that the proposed method improves the searching procedure times significantly. For \( T1 \), all approaches are capable of retrieving almost 112,000 images per second. But in all three approaches both Recall \( @ \) \( n \) and ANMRR have a very small value. This means that a lot of images from the ground truth were absorbed during the retrieval procedure. By comparing the three approaches, B-CEDD\(_1\) seems to perform better.

The threshold \( T2 \), which retrieves almost 83,333 images
Table III

<table>
<thead>
<tr>
<th>CEDD Time</th>
<th>45.2ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>T2</td>
</tr>
<tr>
<td>B-CEDD₁ Time</td>
<td>10.0ms</td>
</tr>
<tr>
<td>B-CEDD₂ Time</td>
<td>9.1ms</td>
</tr>
<tr>
<td>B-CEDD₃ Time</td>
<td>9.1ms</td>
</tr>
<tr>
<td>B-CEDD₁ Retrieved Im.</td>
<td>242.95</td>
</tr>
<tr>
<td>B-CEDD₂ Retrieved Im.</td>
<td>218.40</td>
</tr>
<tr>
<td>B-CEDD₃ Retrieved Im.</td>
<td>212.20</td>
</tr>
<tr>
<td>B-CEDD₁ Recall @ n</td>
<td>0.0676</td>
</tr>
<tr>
<td>B-CEDD₂ Recall @ n</td>
<td>0.5441</td>
</tr>
<tr>
<td>B-CEDD₃ Recall @ n</td>
<td>0.4971</td>
</tr>
<tr>
<td>CEDD ANMRR</td>
<td>0.2528</td>
</tr>
<tr>
<td>B-CEDD₁ ANMRR</td>
<td>0.4011</td>
</tr>
<tr>
<td>B-CEDD₂ ANMRR</td>
<td>0.4836</td>
</tr>
<tr>
<td>B-CEDD₃ ANMRR</td>
<td>0.5322</td>
</tr>
</tbody>
</table>

Table IV

<table>
<thead>
<tr>
<th>CEDD Time</th>
<th>60.3ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>T2</td>
</tr>
<tr>
<td>B-CEDD₁ Time</td>
<td>22.7ms</td>
</tr>
<tr>
<td>B-CEDD₂ Time</td>
<td>19.5ms</td>
</tr>
<tr>
<td>B-CEDD₃ Time</td>
<td>16.0ms</td>
</tr>
<tr>
<td>B-CEDD₁ Retrieved Im.</td>
<td>550.13</td>
</tr>
<tr>
<td>B-CEDD₂ Retrieved Im.</td>
<td>472.08</td>
</tr>
<tr>
<td>B-CEDD₃ Retrieved Im.</td>
<td>379.14</td>
</tr>
<tr>
<td>B-CEDD₁ Recall @ n</td>
<td>0.0892</td>
</tr>
<tr>
<td>B-CEDD₂ Recall @ n</td>
<td>0.7990</td>
</tr>
<tr>
<td>B-CEDD₃ Recall @ n</td>
<td>0.8349</td>
</tr>
<tr>
<td>CEDD ANMRR</td>
<td>0.2823</td>
</tr>
<tr>
<td>B-CEDD₁ ANMRR</td>
<td>0.2971</td>
</tr>
<tr>
<td>B-CEDD₂ ANMRR</td>
<td>0.3258</td>
</tr>
<tr>
<td>B-CEDD₃ ANMRR</td>
<td>0.3410</td>
</tr>
</tbody>
</table>

per second and its performance is found satisfactory for both the Recall @ n and the ANMRR, could be considered as the ‘golden-mean’ solution. Compared to the CEDD method, the proposed method with T2 retrieves almost four times more images per second. Also in this case, B-CEDD₁ seems to advance, although it requires slightly more time than the B-CEDD₂ (8.33% more time / 1 ms), it improves the Recall @ n by 16.6% compared to the performance of B-CEDD₂. Better performance is observed also in ANMRR where B-CEDD₁, having the value of 0.31, is better than B-CEDD₃ by 8.74%.

With T3, good results were achieved from all the approaches for both the Recall @ n and the ANMRR but the searching time was over doubled in comparison to the corresponding time for T1. Also in this case B-CEDD₁ performs better than the other two approaches, with its value of Recall @ n = 0.9234 approaching the CEDD performance, consider that the value of ANMRR is smaller by 4% from the corresponding value that the CEDD descriptor presents.

In the sequel, experiments were performed using the UCID Database. The UCID database was created as a benchmark database for CBIR and image compression applications. This database currently consists of 1338 uncompressed TIFF images on a variety of topics including natural scenes and man-made objects, both indoors and outdoors. All the UCID images were subjected to manual relevance assessments against 262 selected images, creating 262 ground truth image sets for performance evaluation. The results for all the three B-CEDD extraction approaches, for all the T values are illustrated in Table IV.

In this database we observe that even the smallest values of T retrieve more images compared to the images that were retrieved for the corresponding values of T on Wang database. We also observe that even for very small T, as for T1, there are good results for Recall @ n from all the three approaches that we used. Also in this case, B-CEDD₁ performs way better than the other two approaches, showing improvement from the B-CEDD₃ by 6.83%, while the improvement from B-CEDD₂ equals to 11.64%. B-CEDD₁ ANMRR value is by 5.24% smaller than the corresponding value of the CEDD descriptor, but the system retrieves twice as many images in the same time.

For T2, B-CEDD₁ performance is approaching the performance of CEDD. With Recall @ n value at 0.9457, ANMRR presents deviation from the corresponding CEDD value by just 0.35%. Significant improvements also presented by the other two approaches.

Finally, for T3, the performance of B-CEDD₁ is identical to the CEDD performance. At the same time, the other two methods also improve their performance, with B-CEDD₂ to behave slightly better than B-CEDD₃.

Observing the results in the two databases, is obvious that the B-CEDD₁ approach performs better than the other two approaches. Considering the threshold value, is obvious that by T2, a satisfactory trade-off between the acceleration rate of the retrieval procedure and the performance rate of the system is ensured. But how important is the reduction in the results? In order to quantize the reduction that is observed, we use a significance test. Significance tests tell us whether an observed effect, such as a difference between two means or a correlation between two variables, could reasonably occur ‘just by chance’ in selecting a random sample [27]. We used a bootstrap test, one-tailed, at significance levels 0.05(*), 0.01 (**), and 0.001 (***) against the CEDD results baseline in UCID database . The significance test was applied on Mean Average Precision (MAP):

$$MAP = \frac{1}{|Q|} \sum_{q \in Q} AP(q)$$

where $Q$ is the set of queries $q$.

$$AP(q) = \frac{1}{N_R} \sum_{n=1}^{N_R} P_Q(R_n)$$
where $R_n$ is the recall after the $n$th relevant image was retrieved. $N_R$ is the total number of relevant documents for the query.

<table>
<thead>
<tr>
<th>CEDD MAP</th>
<th>$T_1$</th>
<th>$T_2$</th>
<th>$T_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-CEDD1 MAP</td>
<td>0.6598**</td>
<td>0.6720-</td>
<td>0.6720-</td>
</tr>
<tr>
<td>B-CEDD2 MAP</td>
<td>0.6324***</td>
<td>0.6639**</td>
<td>0.6730-</td>
</tr>
<tr>
<td>B-CEDD3 MAP</td>
<td>0.6747***</td>
<td>0.6685**</td>
<td>0.6720-</td>
</tr>
</tbody>
</table>

Observing the results of Table V, we conclude that all three approaches for $T_3$ have non-significant reductions in their results. On the other hand, for $T_2$ B-CEDD$_1$ is the only approach which has a non-significant reduction. The significance test results support the conclusion that the best method is B-CEDD$_1$ for $T_2$.

Finally, given that the proposed descriptor is an MPEG-7 like descriptor, the schema of the B-CEDD as an MPEG-7 extension is described as follows:

We proposed an extension of the Color and Edge Directivity Descriptor which improves the speed efficiency of the CEDD. Through the application of the Modified Binary Haar Wavelet Transform on the CEDD, the proposed method achieves the extraction of a second, smaller (15 bits length), descriptor. Essentially, each CEDD descriptor is described by another compact binary descriptor. During the image searching process, the compact versions of the descriptors are employed, and only when their distance is smaller than a given threshold the searching continues with the CEDD. The distance between the B-CEDD descriptors is calculated by using a simple X-OR gate. The logic gate X-OR has much less computational cost than the Tanimoto coefficient. One of the most important attributes of the Binary CEDD (B-CEDD) is that it is extracted directly from the CEDD, without the need of the described image. This enables its immediate extraction from pre-existing index files. The effectiveness of the proposed method was demonstrated through experiments. Finally, it is worth noting that the proposed method can be applied to all Compact Composite Descriptors [23], [28], [29].
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